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1 Overview of the Field of Censored Covariates
Survival analysis, born over 360 years ago from the mortality studies of Graunt and Halley, originally fo-
cused on time to death. Since then, it has broadened to include any time to event, such as time to disease
onset. Various statistical methods have emerged for this analysis, and have since been applied in fields like
actuarial science, biomedicine, and engineering. Yet, all of these methods, and the applications they are
used for, are designed for settings where the outcome in the statistical model is censored. Now, with evolv-
ing biomedical challenges, a new modeling challenge has emerged: dealing with censored covariates rather
than outcomes. This challenge arises, for example, in the design of clinical trials for Huntington disease, a
genetically inherited neurodegenerative disease. A key component of that clinical trial design is estimating
how symptoms worsen over time—the symptom trajectory—before and after a diagnosis. Yet estimating the
symptom trajectory is not easy because Huntington disease progresses slowly over decades, so studies that
track symptoms often end before a diagnosis can be made. This leaves researchers with the challenge of
estimating the symptom trajectory as a function of a right-censored covariate, time to diagnosis.

Various strategies now exist to tackle the censored covariate problem. One strategy is a complete case
analysis, in which we analyze only the subset of data that was not censored.1, 2 While deleting data is gener-
ally discouraged in statistics due to potential loss of efficiency, complete case analysis for a censored covariate
problem can still provide a consistent but less efficient estimator for model parameters under certain condi-
tions.3 A second strategy is weighting methods (i.e., inverse probability weighting) which assigns weights to
observations to reflect their contribution to the analysis.4, 5 A third strategy is imputation which estimates and
fills in missing values due to censoring, and allows for standard statistical analysis techniques to be applied to
the completed data set.6–15 A fourth strategy is likelihood-based methods which handles covariate censoring
by placing models on all of the random variables involved and then maximizing the resulting likelihood. Para-
metric8, 10, 16–22 and semiparametric models5, 22–25 have so far been considered in likelihood-based methods. A
fifth strategy is Bayesian methods which use joint probability distributions to relate data and unknowns. Prior
distributions are used to characterize initial uncertainty about model parameters and the conditional distribu-
tion of the censored covariate. Then, posterior distributions are computed for estimation and inference, and
the complexity of that estimation and inference varies depending on the chosen priors.10, 26–30 A sixth, and
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final, strategy is threshold methods which offer a solution to dealing with covariate censoring by replacing the
censored covariate with a dichotomized version based on a threshold.31 Two main approaches, deletion and
complete threshold methods, have so far been considered and have been shown to yield consistent estimators
under certain conditions. The choice between the thresholding methods depends on the primary interest of
the analysis and efficiency considerations.31

A recent review paper32 led by Dr. Garcia, discusses each method’s strengths and weaknesses, along with
recommendations for researchers. There have been significant developments in methods to manage censored
covariates, but there is no one-size-fits-all solution and many pressing issues still remain to be resolved. This
workshop brought researchers together to start tackling those issues.

2 Recent Developments and Open Problems

2.1 The Censored Covariate Problem
Mathematically, a right-censored covariate model in its simplest form is

Y = m(X,ZZZ;θ) + ε, ε ∼ Normal(0, σ2
ε ),

where the outcome Y represents symptom severity scores, the covariate X represents time to diagnosis, the
covariate ZZZ represents other patient measures, and m(·) represents a linear or nonlinear function known up
to a parameter θ. Because of right-censoring, rather than observe X , we observe W = min(X,C) and
∆ = I(X ≤ C), where C is a random censoring time and ∆ is the censoring indicator. The goal is to derive
a consistent estimator for β ≡ (θT , σ2

ε )T using the observed data (Y,W,ZZZ,∆).

2.2 Open Problem #1: Noninformative Covariate Censoring
One common censoring mechanism known as noninformative censoring is when X and C are statistically
independent. modeling where the outcome is the time-to-event, the independence lets researchers drop the
distribution for censoring when estimating.33 Yet when the time-to-event is the covariate as in our case,
we cannot just drop the distribution for censoring as it impacts model estimation, since the estimation will
involve the probabilities of X being censored, pr(X > C), and not being censored, pr(X < C), both of
which involve the distributions for X and C. Therefore, with a censored covariate problem, we have two
models that could be wrong: the distribution for X and the distribution for C. Mismodeling either or both
distributions can produce biased estimates. A strategy to remove the bias will help researchers improve the
accuracy and reliability of statistical models dealing with censored covariate data.

2.3 Open Problem #2: Informative Covariate Censoring
The vast majority of (right-) censored covariate models assume that censoring is noninformative.11–13, 15, 20, 23, 26, 34–42

Such an assumption is often defensible, but this assumption is highly suspect when censoring occurs because,
for example, a patient drops out due to worsening symptoms. In this type of censoring, known as informative
censoring, X and C are statistically dependent, and failing to adjust for informative censoring will lead to
biased results. An ongoing challenge with this problem is simultaneously modeling

2.4 Open Problem #3: Interval Covariate Censoring
Much of the published literature on censored covariate problems has dealt with right- and left-censored co-
variate problems, but interval covariate censoring has been studied only to a limited extent. Yet, interval
covariate censoring is prevalent in many biomedical studies and addressing this problem could open path-
ways for researchers dealing with censored covariate data.

2.5 Open Problem #4: Extensions of Censored Covariate Problems
We have so far presented the censored covariate problem in the context of regression models. Yet, a primary
interest in the field is adapting techniques used for cross-sectional regression models to longitudinal, survival,
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and quantile regression models with censored covariates. Extensions to longitudinal data requires addressing
typical challenges, including correlation from repeated measurements. Extensions to survival data entails
capturing multiple censoring mechanisms simultaneously—one for the outcome and one for each censored
covariate. This may necessitate additional assumptions about how the censoring mechanisms interact. Exten-
sions to quantile regression models require appropriate modeling and adaptation of estimation procedures.

2.6 Open Problem #5: Relationship Between Censored, Missing, and Mismeasured
Covariates

Incomplete data are almost inevitable in many applications: data might not be measured (i.e., data are miss-
ing), might be mismeasured (i.e., data are measured with error), or might not be captured yet (i.e., data are
censored, as in time-to-event analyses). There are unique nuances to how we handle missing data, mea-
surement error, and censoring, each with its own growing body of literature. However, these contexts share
similarities that, if unified, could help analysts understand how and when a method for one type of incomplete
data can be applied to another type. Identifying such connections is an open problem in these areas.

3 Workshop Structure and Diversity

3.1 Overview of the Workshop
Our workshop was fully in-person with 38 participants. The content of our workshop included:

1. One opening session in which participants played the game “Yes, and!” In the game, participants
shared fun facts about themselves, and found connections with each other by identifying facts that
were common between participants. This game helped initiate a sense of community. To deepen that
community-feel, we also established three workshop values: (i) Curiosity: participants were encour-
aged to ask any and all questions, no matter how basic or out-of-left field, so that we could better
understand the challenges in the field of censored covariates and then brainstorm solutions to over-
come those challenges; (ii) Open circles: participants were encouraged to invite people into their cir-
cles during lunches and breaks so that everyone felt welcomed; and (iii) Presence: participants were
encouraged to minimize outside distractions and fully engage in the workshop sessions.

2. Sixteen research talks that were delivered by leaders in the fields of covariates that are censored,
missing, and measured with error. While there are unique differences between these three areas, all
are forms of incomplete data. We sought to identify and understand their connections to evaluate if
methods for one type of incomplete data can be applied to another type.

3. Three “think tank” sessions gave research participants the opportunity to meet in smaller groups to
discuss ideas and refine them based on talks presented during the workshop. Groups were composed
of individuals at different career levels and research expertise.

4. Three “professional development” sessions were delivered by Dr. Garcia on skills to help the re-
search participants tackle three common issues that pop up in research careers. The sessions were on:
(i) Creativity and clarity: participants learned a specific iterative process, rather than a haphazard one,
of how to map out clear, articulated research ideas; (ii) How to listen: participants learned how to listen
for a person’s emotions and values in a conversation so as to form deeper connections with that person;
(iii) How to coach: participants learned how to ask questions to help their mentees (or colleagues)
navigate difficult situations and find solutions that work for them.

3.2 Diversity of Participants
3.2.1 How Diversity is Defined

Data from the American Statistical Association show that between 2011-2020, the racial demographics of
those who pursued a PhD in statistics and biostatistics was approximately 5% for African Americans, 5%
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for Hispanics, and 0.4% for American Indians, Alaska Natives, Native Hawaiians, or Pacific Islanders.43

Women fared better, in that 50% of individuals who earned a PhD in statistics and biostatistics were women.44

However, there is a hole in the academic career pipeline: despite women representing half of statisticians/
biostatisticians with a PhD, only four out of ten are tenured non-full professors, and only two out of ten are
tenured full professors.44

These numbers indicate that while people of color continue to be under-represented in statistics and
biostatistics, so too are women in tenured positions. We therefore defined under-represented groups based
on race, ethnicity, and gender, in addition to factors defined by BIRS’s commitment to equity, diversity, and
inclusion.

3.2.2 Diversity in the Organizing Committee

The organizing committee was an all-female, tenured-faculty team: Tanya Garcia is an Associate Professor of
Biostatistics at the University of North Carolina at Chapel Hill in North Carolina, Yanyuan Ma is a Professor
of Statistics at Penn State in Pennsylvania, and Joan Hu is a Professor of Statistics at Simon Fraser University
in British Columbia.

The lead organizer, Dr. Garcia, is also a Hispanic, early-career researcher. BIRS defines early-career
researchers as individuals within ten years of their doctoral degree. Tanya Garcia earned her PhD in August
2011, making her above the ten-year cut-off. However, since 2011, she had two kids, one of whom was born in
2020, during the global pandemic when childcare options were either unavailable or severely limited. These
life circumstances are recognized by the Natural Sciences and Engineering Research Council of Canada as
reasons to extend the early-career status, and thus qualify Tanya Garcia as an early-career researcher.

3.2.3 Selection and Diversity of the Workshop Participants

The organizing committee invited participants to span the range of (i) career level (from graduate students to
tenured faculty), (ii) diverse populations (i.e., including but not limited to race, ethnicity, and gender), (iii)
geographic region, and (iv) sub-specialty expertise for censored covariates.

Of our 38 participants, 50% were from under-represented groups. These participants represented:
• Four career levels: graduate student, tenure-track faculty, tenured faculty, and mathematical statisti-

cians.
• Ten nationalities of citizenship: United States, Canada, Mexico, Spain, Belgium, Congo, Singapore,

China, India, and Australia.
• Thirteen geographic locations: United States (Northeast, Midwest, South, and West), Canada (British

Columbia, Alberta, Manitoba, and Ontario), Spain (Catalonia), Belgium, Switzerland (Geneva Can-
ton), and Australia (New South Whales.

• Experts in five sub-specialties: censored covariates, noninformative and informative censoring with
time-to-event modeling, model-free methods for covariates that are measured with error or have miss-
ing data, surrogate markers, and Bayesian methods.

4 Presentation Highlights

4.1 Discussions of Open Problem #1: Noninformative Covariate Censoring
1. Dr. Roland A. Matsouka presented a talk titled “Regression with a right-censored predictor using

the inverse probability weighting methods. In his talk, Dr. Matsouka shared the effectiveness of in-
verse probability weighting (IPW) methods in handling right-censored covariates in regression anal-
ysis. Dr. Matsouka shared three different IPW approaches—inverse censoring probability weights,
Kaplan-Meier weights, and Cox proportional hazards weights—and highlighted that these methods,
particularly those based on the Cox proportional hazards model, can significantly improve the estima-
tion accuracy in regression models with right-censored covariates. This improvement is because IPW
methods adjust the analysis to account for the censoring, and as a result, IPW methods can help miti-
gate bias and enhance the robustness of statistical estimates. Dr. Matsouka applied the IPW methods
to a case study using data from the Framingham Heart Study, in which he showed ways to estimate the
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relationship between the age of onset for cardiovascular events and levels of low-density lipoprotein
among cigarette smokers. He concluded his talk encouraging further exploration and development of
IPW methods and other innovative approaches to address the challenges posed by censored covariates
in regression analysis.

2. Dr. Sarah Lotspeich presented a talk titled “Extrapolation before imputation reduces bias when imput-
ing heavily censored covariates.” Dr. Lotspeich presented a new technique that focuses on the idea of
“extrapolating, then imputing” to reduce bias when imputing censored covariates under noninformative
covariate censoring. Dr. Lotspeich highlighted a parametric Weibull model to perform the extrapola-
tion, and several participants shared that nonparametric extrapolation approaches may be considered to
enhance the accuracy of the extrapolation component.

3. Dr. Jing Qian presented a talk titled “Threshold regression to accommodate a censored covariate.”
Dr. Qian discussed the challenge of handling noninformative covariate censoring in regression model-
ing, which is common, for example, in Alzheimer’s disease studies when investigating the association
between brain amyloid levels and maternal age of dementia onset. Dr. Qian proposed a threshold
regression approach for linear regression models with censored covariates. These methods allow for
immediate significance testing and unbiased estimation of regression coefficients. He highlighted the
asymptotic properties of these estimators and pointed out that the asymptotic properties only require
mild regularity conditions. Additionally, he described practical strategies for selecting the threshold.
He shared that there is an R package called censCov to implement these methods.

4.2 Discussions of Open Problem #2: Informative Covariate Censoring
Mr. Jesus Vazquez presented a talk titled “Evaluating the robustness and efficiency of estimators for infor-
mative covariate censoring.” Mr. Vazquez focused on the challenges of developing consistent and efficient
estimators with censored covariate problems when the covariate censoring is informative. This problem
was tackled by using various estimators, including the Complete Case (CC) estimator, Inverse Probability
Weighting (IPW) estimator, Modified Augmented CC Estimator, Modified Augmented IPW Estimator, and
Full Likelihood Estimator. Each estimator was analyzed in terms of its advantages and limitations, with theo-
retical frameworks and equations provided along with discussions on their properties. Mr. Vazquez evaluated
these estimators in different simulation studies, where he assessed the performance of different estimators
under various scenarios. He then showed results of applying the methods to the ENROLL-HD study, an
observational study of Huntington disease.

4.3 Discussions of Open Problem #3: Interval Covariate Censoring
1. Dr. Guadalupe Gomez Melis presented a talk titled ”Regression and goodness-of-fit with interval-

censored covariates.” The talk was motivated by the fact that interval-censored observations frequently
arise in medical studies, particularly in longitudinal settings where the response variable is the elapsed
time until an event of interest. Ad hoc methods like using the midpoint of interval-censored covariates
and applying ordinary least squares are generally invalid. Instead, Dr. Melis proposed a likelihood-
based approach combined with a two-step algorithm to jointly estimate regression coefficients and the
marginal distribution of the covariate. She showed that the method, demonstrated with simulations
and data from an HIV/AIDS clinical trial, yields asymptotically normal estimators. Dr. Melis also
discussed the importance of residual analysis for evaluating the goodness of a fitted model, ensuring
correct specification of regression functions and the consistency of estimators. While residual analysis
for uncensored data is standard, it is less developed for censored covariate data. To address this gap,
Dr. Melis proposed a new definition of residuals for linear models incorporating interval censored
covariates, applicable even when the response variable is interval-censored. Compared to existing
methods, these new residuals demonstrate better performance in model checking.

2. Dr. Ezra Morrison presented a talk titled “Regression with Interval Censored Covariates: Application
to Cross-Sectional Incidence Estimation.” The work for this talk was motivated by the interest to
estimate HIV incidence rates, which is important for efficient allocation of public health resources



6

and assessing the impact of interventions. While the traditional approach involves longitudinal cohort
studies, which are costly and time-consuming, the alternative approach discussed in the talk is cross-
sectional surveys. These surveys involve recruiting a representative subset of the population and testing
for biomarkers indicating recent infection. Dr. Morrison explained the process of modeling HIV
biomarkers by infection duration using longitudinal calibration datasets with known infection dates.
He considered various biomarkers, sequential testing, and dichotomized versions. Additionally, he
presented ways to estimate the incidence rates from biomarkers and infection duration, along with the
challenges posed by interval-censored data in the study design. He demonstrated the effectiveness of his
methods in simulation studies under different scenarios, and compared the performance of estimation
methods such as midpoint imputation, uniform imputation, and joint modeling, with joint modeling
showing promising results.

4.4 Discussions of Open Problem #4: Extensions of Censored Covariate Problems
1. Dr. Ingrid Van Keilegom presented a talk titled “Quantile Regression with Censored Covariates.” Dr.

Van Keilegom began her talk introducing quantile regression, which estimates conditional quantiles of
the response variable across different values of predictors. An advantage of quantile regression is that
it provides a broader view of the conditional distribution, and is especially useful for analyzing the tails
of the distribution. Her main model of interest was Y = ZZZ

T

β(τ) + ε where the quantile function is
Qε|ZZZ(τ) = 0. Quantile regression involves using the check function (i.e., ρτ (u) = u{τ − I(u < 0)}),
and she explained that there is a one-to-one correspondence between the check function and the asym-
metric Laplace density (ALD). Dr. Van Keilegom explained that quantile regression can be viewed
as maximizing the likelihood of the asymmetric Laplace density. However, when the outcome or the
covariate is censored, the equivalence between the check function and ALD breaks down. Moreover,
naively correcting the ALD likelihood for censoring will lead to inconsistent parameter estimation.
Instead, Dr. Van Keilegom proposed an enriched Laplace distribution (ELD) as a way to handle cen-
sored data in quantile regression. ELD enriches ALD with polynomial expansions to approximate any
continuous density. She proposed a two-step likelihood-based estimation procedure that involves esti-
mation of the density function for censored covariates and then uses these estimates to maximize the
likelihood for the response variable. She used simulation studies and an application to real data on
drug treatment for liver disease to demonstrate the effectiveness of the proposed method. Dr. Van Kei-
legom highlighted that the methodology can be extended to handle more complex scenarios, including
multiple censored covariates and flexible models for covariates.

2. Dr. Molin Wang presented a talk titled “Survival analysis when a binary covariate is measured at
sparse time points.” This work focused on studying the relationship between a time-dependent binary
covariate and survival time. The covariate represents a binary exposure or treatment that may change
over time, such as aspirin initiation in colorectal cancer (CRC) patients. The motivation stems from the
need to understand how aspirin initiation affects survival among CRC patients. The study utilized data
from the Nurses’ Health Study and Health Professionals Follow-Up cohorts, comprising 1371 CRC
cases with 249 CRC-related deaths over 10 years. The binary exposure status, aspirin initiation, was
collected biennially, leading to sparse time points for measurement. Dr. Wang used statistical methods,
including Cox proportional hazards models, to analyze the data, considering various covariates such
as family history of CRC, body mass index, age at diagnosis, sex, tumor stage, and location. She dis-
cussed the challenges of handling time-dependent covariates, including interval censoring and sparse
measurement points, and proposed a novel calibration framework for survival analysis to address these
issues. Simulation studies and real-data analyses demonstrated the effectiveness of the proposed meth-
ods in estimating the association between aspirin initiation and survival time, considering different
scenarios and subpopulations based on prior clinical research. She concluded her talk with points on
model selection, calibration techniques, and potential applications of the proposed framework in other
research settings.
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4.5 Discussions of Open Problem #5: Relationship Between Censored, Missing, and
Mismeasured Covariates

1. Dr. Layla Parast presented a talk titled “Surrogacy Validation with Censored or Missing Surrogates.”
Surrogate markers in clinical trials are variables or measurements that are used as substitutes for pri-
mary outcomes. Surrogate markers are particularly valuable because they can potentially expedite the
drug approval process by allowing for shorter follow-up periods and quicker assessments of treatment
efficacy. However, the use of surrogate markers introduces challenges, especially when dealing with
censored or missing data. Strategies to tackle these challenges have yet to be developed.

2. Dr. Jianxuan Liu presented a talk titled “Semiparametric approach for causal inference with corrupted
covariate.” Dr. Liu discussed the challenges in power grid reliability, emphasizing the complexity of
handling covariates that are high-dimensional and corrupted by measurement error. The measurement
error stems from data that are self-reported, have recall bias, and are misreported because the data are
responses to sensitive questions. Typical measurement error problems are addressed using multiple
imputation, SIMEX, or a propensity score model. In this work, Dr. Liu used semiparametric methods
to find estimators based on an efficient score. She also introduced a dimension reduction technique and
a beta regression model for analyzing bounded outcomes.

3. Dr. Xavier de Luna presented a talk titled “Uniformly valid inference in high-dimensional settings.”
His talk began with outlining recent advancements in achieving uniformly valid inference for low-
dimensional causal parameters within high-dimensional nuisance models, which is common in causal
inference applications. He reviewed the literature on uniformly valid causal inference and discussed
the trade-offs involved in using such procedures, highlighting the prevalence of naive and invalid post-
model selection inference in statistical practice. He pointed out that uniformly valid inference are
particularly crucial in high-dimensional settings where regularization type estimators like lasso are
commonly used. He pointed out that approaches yielding uniformly valid inference converge uni-
formly in distribution over various data generating mechanisms, and often require sparsity conditions
for nuisance models. He explored different methods, such as double-selection outcome regression
estimators, which ensure uniform asymptotic unbiasedness but may suffer from increased variability
compared to naive methods. He also addressed the challenge of selecting instruments without prior
knowledge, and discussed the implications on the asymptotic variance achievable by unbiased estima-
tors. He pointed out that while uniformly valid inference is desirable, it may lead to inflated variability
compared to naive methods. He showed the trade-offs through a study of a double-selection outcome
regression estimator, which strikes a compromise between uniform validity and efficiency.

4. Dr. Jinbo Chen presented a talk titled “A constrained maximum likelihood approach to develop-
ing well-calibrated risk prediction models.” When evaluating the added value of new predictors, the
standard practice involves comparing the performance of a base model with standard predictors to an
updated model that includes both standard and candidate predictors. Yet, the challenge with candidate
predictors is that their data often come from sources that may not represent the target population, lead-
ing to differences in predictor distribution and case-mix or outcome prevalence. This challenge arises,
for example, in breast cancer risk assessment, where clinicians are interested in evaluating the added
value of breast density in assessing breast cancer risk. Dr. Chen pointed out that achieving an unbiased
assessment of added value requires unbiased risk estimates from both the standard and updated models.
With regards to model calibration, acceptable calibration of risk prediction models ensures unbiased
assessment of new predictors. Dr. Chen introduced a constrained maximum likelihood approach for
model calibration, which enforces calibration against the base model through constrained minimiza-
tion of the loss function. She validated her method and applied it to various scenarios, including breast
cancer risk prediction and evaluation of different breast density imaging measures and polygenic risk
scores.

5. Dr. Farouk Nathoo presented a talk titled “Neural Network Feature Extraction and Bayesian Group
Sparse Multitask Regression for Imaging Genetics.” The motivation for this work was investigating
the association between genetic variations and neuroimaging measures as related to Alzheimer’s dis-
ease. Genetic data were obtained through high-throughput single nucleotide polymorphism (SNP)
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data, while brain imaging endophenotypes were derived from magnetic resonance imaging (MRI). The
primary statistical challenges included regressing brain imaging data onto genetic data, considering
high-dimensionality and adopting the longitudinal nature of the disease. To tackle these challenges,
Dr. Nathoo presented a statistical model that included three components: (i) an extension of a spatial
model for flexible correlation structure; (ii) feature extraction from MRI using expert-chosen features
and neural networks; and (iii) a Bayesian group sparse multi-task regression model for genetic asso-
ciation analysis. The model was then analyzed using multiple techniques. These included Bayesian
methods for uncertainty quantification and regularization, variational Bayes as an alternative to MCMC
for inference, and an autoencoder neural networks for feature extraction. The methods were validated
in simulation studies and applied to the Alzheimer’s Disease Neuroimaging Initiative database. Fu-
ture work includes extending the model for longitudinal imaging data, incorporating genetic data into
disease trajectory modeling, and exploring alternative feature extraction approaches using neural net-
works.

6. Dr. Jiwei Zhao presented a talk titled “Doubly Flexible Estimation under Label Shift.” Dr. Zhao
presented research on domain adaptation and distribution shift, particularly focusing on training versus
testing and source versus target domains. The talk explored covariate shift, where differences arise
in the distributions of input features between the source and target domains. Additionally, attention
was given to label shift, which occurs when the marginal distribution of the outcome varies between
domains while the conditional distribution remains consistent across inputs. Existing methods for ad-
dressing label shift typically involve estimating the ratio of target to source outcome distributions,
which can pose challenges due to limited data availability in the target domain. Dr. Zhao outlined var-
ious approaches from the literature, including discrete, moment matching, nonparametric, kernel mean
matching, and parametric methods. In contrast to existing methodologies, Dr. Zhao proposed an in-
novative approach that estimates a general characteristic of the target population without requiring the
estimation of the outcome distribution. This approach maintains validity even in scenarios where cer-
tain model components are misspecified. The methodology, encompassing doubly flexible estimation
and alternative estimators, was discussed.

7. Dr. Samidha Shetty presented a talk titled “Robust Estimation under a Semiparametric Propensity
Model for Nonignorable Missing Data.” This talk focused on addressing missing data in the Korean
Labor & Income Panel Study. The dataset comprised information on 2506 regular wage earners, with
partially observed monthly income in 2006 and fully observed covariates including monthly income
in 2005, gender, age, and education. The missingness mechanism was modeled through a regression
model and a propensity model. Various methods from past papers were reviewed, including parametric
and nonparametric approaches. Dr. Shetty proposed a method based on decomposing the covariates and
assuming a specific structure for the propensity of missingness. She introduced estimating equations
for the parameters of interest, focusing on nonparametric methods. Dr. Shetty proposed a new method
that avoids estimating the nonparametric component and uses an efficient score function. She showed
that this method consistently estimates quantities of interest while improving computational time and
complexity compared to existing approaches. The talk also discussed estimation under a misspecified
working model and provided results from the Korean Labor & Income Panel Study data set. The talk
highlighted the effectiveness of the proposed method in consistently estimating quantities of interest
while avoiding the estimation of the nonparametric component in the missingness mechanism. The
method showed improvements in computational time and complexity compared to existing approaches,
thereby showing the applicability of semiparametric nonignorable propensity models.

8. Mr. Yin Tang presented a talk titled “A Nonparametric Test for Elliptical Distribution based on Kernel
Embedding of Probabilities.” Mr. Tang discussed the significance of differentiating whether data ad-
hered to elliptical distributions prior to employing related statistical and machine learning methods for
multivariate data analysis. He used Central to this discussion was the utilization of kernel embedding
to characterize the probability distribution, with emphasis placed on the kernel’s characteristic nature
when the embedding was injective. He proposed a test statistic to estimate the mean and covariance. He
showed the asymptotic distribution of this test statistic under the null hypothesis. Through simulation
studies, he evaluated the performance of the proposed test across various scenarios.
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5 Impact of the Workshop

5.1 Impact on the Field of Censored Covariates
Until now, researchers have been working in silos to tackle the technical and practical challenges with cen-
sored covariates. Our workshop broke apart those silos and addressed the challenges in the field head-on.
The research talks and think tank sessions highlighted significant scientific progress in addressing complex
issues related to censored covariates in statistical analysis. We discussed new methodologies that improve
the accuracy and reliability of statistical estimates, particularly with right- and interval-censored covariates
and both under noninformative and informative covariate censoring. These methods included extensions of
inverse probability weighting, of conditional mean imputation, of thresholding methods, and of likelihood-
based methods. These extensions were shown to help mitigate bias and enhance estimation accuracy by
adjusting for censoring effectively.

Furthermore, we discussed ways to extend methods for regression models with censored covariates to
quantile regression, survival regression, and surrogate marker analysis. The ideas were based on using
likelihood-based techniques as those techniques could easily adjust for the different types of censored vari-
ables and which variables were censored. These advancements are current works in progress and their the-
oretical developments along with open-access code will lead to improved data analysis accuracy in diverse
research fields.

Additionally, we explored the relationship between censored, missing, and mismeasured covariates, propos-
ing semiparametric and nonparametric approaches to handle the challenges in a way that reduces model mis-
specification. Overall, the workshop showcased notable advancements in statistical methodology, offering
practical solutions to longstanding challenges in data analysis. These developments have implications across
various scientific disciplines, enabling more accurate and dependable insights from datasets with censored
covariates.

5.2 Impact on Collaborations
During the workshop, participants made the most of the think tank sessions and extended breaks between
talks, which ranged from 30 to 120 minutes. These intervals provided opportunities to dive into ongoing
challenges within the field of censored covariates. Participants engaged in discussions aimed at weeding out
ideas that have not been successful, clarifying what impeded success, and generating new ideas to overcome
those impediments.

As a result of these discussions, several collaborations were formed with specific objectives:

1. Introducing Bayesian Methods: The aim is to extend the application of Bayesian methods beyond the
current focus on limit-of-detection censoring to encompass random covariate censoring.

2. Enhancing Imputation Techniques: The aim is to augment existing imputation methods for censored
covariates with nonparametric techniques. This approach aims to mitigate issues related to model
misspecification.

3. Addressing Interval Covariate Censoring: Efforts are underway to develop techniques tailored to inter-
val covariate censoring, particularly in the context of modeling symptom progression for diseases like
Huntington’s and Alzheimer’s.

4. Identifying Surrogate Markers: Participants are interested in working on incorporating covariate cen-
soring techniques to aid in the identification of surrogate markers that are susceptible to censoring and
missingness.

5. Integrating Methodologies: There is a push to establish connections between methodologies designed
to address covariates that are censored, missing, and/or measured with error.

Individuals in these newly formed collaborations have laid out plans for further development. The workshop
organizers have committed to maintaining communication with each group, reaching out every twelve months
to monitor progress and provide assistance in advancing these initiatives. This ongoing support aims to ensure
that the ideas generated during the workshop are nurtured and translated into tangible advancements within
the field of censored covariates.
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5.3 Impact on Mentoring and Training
As leader of a Biostatistics lab, an ongoing challenge Dr. Garcia faced when working with her mentees was
transitioning them from students to researchers: students tend to rely on existing knowledge to regurgitate
answers, whereas researchers tend to question existing knowledge to create new answers. Inspired by her
leadership training programs, she developed a workshop called “Create Spicy Science,” which consists of
modules to transition her mentees into researchers. These modules include: (i) Desire and Trust: mentees
learn how to identify what the field wants to solve (i.e., the desire) and what evidence the field needs to be
convinced of a solution (i.e., the trust); (ii) Problem Premise and Solution Premise: mentees learn how to
give their solutions significance by defining the problem that is important to the field and why their solution
is the best one, creating desire and trust; (iii) Problem-Solution Path: mentees learn a step-by-step system to
write a compelling and persuasive argument for their ideas—one that makes others want to learn more; and
(iv) Feedback That is Heard: mentees learn how to identify critical writing issues, not simply grammar and
punctuation mistakes, and how to communicate those issues in a way that is neither confrontational nor seen
as a personal attack.

Dr. Garcia not only taught these modules to my mentees but also had them practice the skills with each
other. Every two weeks, her mentees held Trust Sessions—an idea modeled after Pixar’s system—where
one person presented their ideas and the others gave candid, nonjudgmental feedback about what worked
and what did not. After just six months of this training, she noticed that her mentees were blossoming into
researchers: they were not hesitant to ask questions to gain clarity on the science, and they could more quickly
identify gaps in scientific papers, in talks, and in each other’s work.

Inspired by these results, Dr. Garcia shared material from the “Create Spicy Science” training with the
workshop participants. She led exercises to help the participants use the material on themselves and with
their mentees. These sessions were only 30-minutes and designed to help researchers understand that this
type of material can be incorporated into everyday life, even for researchers with limited time. The feedback
to these sessions was remarkable:

“I learned a lot from your professional development lectures, which is even a bigger part of the workshop!
I chatted with a couple of others, and they felt the same!”

“The Professional Development sessions led by you were unique and inspiring. That definitely helped
both junior and senior attendees understand the mentor process better.”

“Your professional development sessions were lessons for life.”
During the workshop, several participants made adjustments to their presentation slides to add more

“spice”; i.e., make their talks more engaging and compelling. Additionally, participants discussed their
plans to integrate the techniques learned during the workshop into their mentoring practices. The increased
creativity, confidence, and high-quality research output Dr. Garcia saw from her mentees are benefits she
wants every faculty member and their mentees to experience, and she believes that participants using these
techniques is one step towards making that dream a reality.

6 Concluding Remarks
Research on censored covariates remains an ever-growing field that, until this workshop, was addressed by
siloed research groups. This workshop created the opportunity to bring those research groups together. The
workshop began with 38 participants who seemingly shared little in common, and ended with those same
participants having formed new friendships, connections, and collaborations.

The workshop also inspired some participants to propose future sessions dedicated to further exploring
censored covariates. One such session is tentatively planned for July 2024 in Thessaloniki, Greece.

The organizers are grateful to the Banff International Research Station for their support in organizing
the workshop. The setting in Banff provided an ideal backdrop for scholarly discussions and collaboration.
While the workshop may have concluded, the organizers are hopeful for future opportunities to continue
sharing advancements in research on censored covariates.
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