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Motivation
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Content

The talk includes discussion of 4 parts:

Prelimilary on RKHS

A regularized formulation of SVGD

Some analysis on the regularized SVGD

Future work
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Prelimilary on RKHS

Introduction to the Reproducing kernel Hilbert Space(RKHS)
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Prelimilary on RKHS

The integral operator and its adjoint
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Prelimilary on RKHS

Properties of the operators
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Prelimilary on RKHS

Interpolation spaces between RKHS and L2
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Stein variational formulation
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Stein variational formulation

-Langevin dynamics
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Stein variational formulation

-SVGD
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Stein variational formulation

Comparison between Langevin and SVGD
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Stein variational formulation

-regularized SVGD
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Stein variational formulation

-regularized SVGD

Population limit:

⇢n+1 = (Id � hn+1(◆k,⇢n ◆⇤k,⇢n + ⌫Id)
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Finite particle system: (X i
n)
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are the N-particles at step n.
X̄n := [X 1
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where Kn 2 RN⇥N is the Gram matrix with (Kn)i,j = k(X i

n,X
j
N).
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Analysis on the regularized SVGD

the mean-field PDE
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Analysis on the regularized SVGD

the mean-field PDE

Ye He, University of California Davis (joint work with Krishnakumar Balasubramanian, Bharath K Sriperumbudur and Jianfeng Lu)Regularized Stein Variational Gradient Descent Apr.12, 2022 15 / 24
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Analysis on the regularized SVGD

the mean-field PDE
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Analysis on the regularized SVGD

Comparison to Langevin dynamics
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Analysis on the regularized SVGD

Decay of KL-divergence along the population

Recall:

⇢n+1
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Assumption A1

(1) There exists B > 0 such that for all x 2 Rd : krk(x, ·)k
H

d
k

 B.

(2) The potential function V : Rd ! R is twice continuous di↵erentiable and gradient Lipschitz with parameter L.

(3) Along the population limit, I (⇢n|⇡) < 1 for all fixed n � 0.
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Analysis on the regularized SVGD

Decay of KL-divergence along the population

Theorem 1

Assume that ⇡ satisfies the log-Sobolev inequality with parameter �. Under the A1, Let (⇢n) be the population limit of

regularized SVGD described in (1) with initial condition ⇢0 = ⇢0 such that KL(⇢0|⇡)  R. By choosing ⌫n+1 and the step-size
hn+1 such that for all n � 0:
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Analysis on the regularized SVGD

Convergence of Fisher information along the population

Theorem 2

Under the A1, Let (⇢n) be the population limit of regularized SVGD described in (1) with initial condition ⇢0 = ⇢0 such that
KL(⇢0|⇡)  R. By choosing ⌫n+1 and the step-size hn+1 such that for all n � 0:
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Future Work

To analyze on the finite particle system
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