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## Theorem (Friggstad-M.)

There is a 20-approx for DST on quasi-bipartite, planar instances. We can generalize it to any graph that excludes a fixed minor.

## Toolbox: primal-dual

- Primal-dual algorithm is rare in the directed network design problems. One use of this is in Arborescence (more on this in the next slide).
- In contrast, primal-dual algorithm is used in the undirected network design abundantly, e.g. Guha et al. - 1999, Könemann et al. - 2013, Moldenhauer 2013, and Demaine et al. - 2014
- Why primal-dual algorithm is preferred? Can be viewed as combinatorial algorithm and usually fast and easy to implement!
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\begin{aligned}
& \max \sum_{S} y_{S} \\
& \sum_{S: e \in \delta^{\text {in }}(S)} y_{S} \leq c_{e}, \forall e \\
& y \geq 0
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$$

- Find a subgraph $F$
- Find a (fractional) solution $\bar{y}$ for the Dual LP such that:
- $\operatorname{cost}(F) \leq \operatorname{cost}(\bar{y}) \leq$ Dual LP
$\leq$ Primal LP $\leq \mathrm{OPT}$
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$$
\begin{aligned}
& \text { Dual LP } \\
& \qquad \begin{array}{l}
\max \sum_{S} y_{S} \\
\sum_{S: e \in \delta^{i n}(S)} y_{S} \leq c_{e}, \forall e \\
y \geq 0
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\end{aligned}
$$

- Find a subgraph $F$
- Find a (fractional) solution $\bar{y}$ for the Dual LP such that
- $\operatorname{cost}(F) \leq 20 \cdot \operatorname{cost}(\bar{y}) \leq 20 \cdot$ OPT
- Natural thing to try is to use the "same" primal-dual algorithm for Arborescence here!
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